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[1] We examine five different methods to estimate an
earthquake’s magnitude using only P wave data for use in
earthquake early warning systems. We test two input
parameters: the maximum predominant period of the P wave
(τpmax) and the displacement amplitude of the P wave’s
vertical component (Pd). We apply our algorithms to 174
earthquakes 3.0<M< 8.0 from California and Japan that
have also been used in previous calibration studies. We also
apply them to 1992 0.2<M< 5.7 earthquakes that were
processed by the real-time Earthquake Alarm Systems in
California. We find that τpmax does not scale with magnitude
for small earthquakes (M< 3) and is less accurate for large-
magnitude earthquakes than using Pd alone. We derive a
global scaling relation between Pd and magnitude and
conclude that this global relationship provides the most
accurate and robust magnitude estimate. This relationship
could be applied in earthquake source zones around
the world. Citation: Kuyuk, H. S., and R. M. Allen (2013), A
global approach to provide magnitude estimates for earthquake early
warning alerts, Geophys. Res. Lett., 40, 6329–6333, doi:10.1002/
2013GL058580.

1. Introduction

[2] Rapid magnitude estimation is at the heart of Earthquake
EarlyWarning Systems (EEWS). The challenge is to use only a
few seconds of the P wave data from a limited number of sta-
tions to quickly determine a useful estimate of the earthquake
magnitude. To respond to the emergency at hand, it is crucial
that these magnitude estimates are as precise as possible
[Kuyuk and Allen, 2013]. For large earthquakes, substantial
deviations between the estimated magnitude and the true earth-
quake’s magnitude can lead to erroneous intensity predictions
(e.g., peak ground acceleration, PGA, and peak ground
velocity, PGV).
[3] In California, three algorithms provide magnitude esti-

mation to California Integrated Seismic Network ShakeAlert
EEWS [Böse et al., 2013]. The first algorithm called “Virtual
Seismologist” uses Pd and the peak acceleration (Pa) of the P
wave [Cua et al., 2009]. The second algorithm called “Onsite”
uses Pd and frequency of the P wave, (τc), which is derived
from integration of displacement and velocity over a 3 s time
window [Böse et al., 2009]. The third algorithm called

“ElarmS,” uses empirically derived linear scaling relationships
to determine magnitude from Pd, peak velocity (Pv), and max-
imum predominant period (τpmax) parameters. The ElarmS
event magnitude is calculated by averaging the magnitudes de-
termined independently from Pd and τpmax [Wurman et al.,
2007]. The parameters being used by all algorithms use various
versions of an amplitude and frequencymeasure of thePwave.
[4] In this study we focus on one amplitude and one fre-

quency measure. These are (1) the peak displacement ampli-
tude of the P wave (Pd) and (2) the maximum predominant
period of the P wave (τpmax). We derive a global scaling rela-
tionship to predict earthquake magnitude from P wave data,
which can be applied to data worldwide. To derive the scaling
relationship we use waveform records from past/historic earth-
quakes used as calibration data sets in previous studies and
data from the current real-time ElarmS system running in
California. Instead of using different regional scaling relation-
ships for each individual region, we use a global data set and
explore various approaches to estimate magnitude from the
P wave data. We conclude that our preferred method is a
new Pd-based global scaling relation that we find is more
accurate and simpler than the combined Pd and τpmax based
methods. We tested this new equation in our operational state-
wide ElarmS test bed at the UC Berkeley Seismological
Laboratory and conclude that the new Pd method based on
only P wave data information provides better estimates of
earthquake magnitudes than the current scaling relationships.

2. Data and Analysis

[5] The maximum predominant period (τpmax) of the P wave
is one indicator of the size of an earthquake based on the fre-
quency content of the signal. It is calculated in a recursive fash-
ion from the vertical component of broadband (velocity) or
strong motion (accelerometer) data within 4 s of the P wave
trigger [Allen and Kanamori, 2003; Olson and Allen, 2005].
The other indicator of the magnitude of an earthquake we ex-
plore is the peak absolute amplitude of thePwave displacement
(Pd), which is determined from the vertical component dis-
placement waveform that has been filtered by a causal two-pole
3Hz low-pass Butterworth filter and is measured in centimeters.
The maximum value within 4 s of the P wave is used. In the
case were the S wave arrives within 4 s of the P wave, we only
use P wave data up to the S wave arrival in our analysis.
[6] We make use of “calibration” data sets used in previous

studies from three different regions. The first region is Northern
California (NCA) whereWurman et al. [2007] derived scaling
relationships for Pv, Pd, and τpmax from a data set of 43 events
ranging in size fromML 3.0 toMw 7.1 between 2001 and 2007.
The second region is in Southern California (SCA), where
Tsang et al. [2007] determined relationships for Pd and τpmax

with a data set of 59 events (magnitude range 3.0 to 7.3)
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between 1992 and 2003. The third region is in Japan (JAP) and
includes 84 earthquakes 4.0<M< 8.0 that occurred between
September 1996 and June 2008 [Brown et al., 2011]. Of these
earthquakes, 43 events are equal to or exceeded magnitude 6.0.
[7] In this study we exclude data when (1) an earthquake

was recorded by less than three stations, (2) a station does
not have both Pd and τpmax observations, and (3) stations that
have epicentral distances greater than 250 km. In total, our
combined data set includes 174 events (0.2 ≤M ≤ 8.0) and
3748 records (Table 1).
[8] We also apply our method to 1992 earthquakes from 1

May 2012 to 10 June 2013. These events were detected by
the ElarmS EEWS [Kuyuk et al., 2013] and are confirmed
earthquakes based on a match with the Advanced National
Seismic System composite earthquake catalog within ±3 s
of the origin time and ±20 km in epicentral distance. The
magnitudes range from 0.2 to 5.7. The three calibration data
sets described above are typical of those used to develop
EEWS magnitude scaling relationships, i.e., all M> 3.0.
This additional real-time data set provides a “real world”
view of the events that any EEWS must handle, i.e., very
small earthquakes in addition to the larger magnitudes that
the warning system is designed for.
[9] The relationship between magnitude and epicentral

distance of all the observations used in this study are
shown in Figure S1, which is included in the supporting
information. All Pd and τpmax observations are shown in

Figure 1, which immediately reveals a problem with the τpmax

parameter in that it does not scale with magnitude for
M< 3 earthquakes.

3. Testing P Wave Scaling With Magnitude

[10] We test and compare five different methods to
compute an earthquake’s magnitude from P wave data
information (Table 2).

3.1. Method 1: Average of τpmax and Pd
Magnitude Estimates

[11] The method takes the average magnitude from the two
magnitudes estimated separately using the τpmax and Pd
regional scaling relationships. This approach was adopted
for the initial version of ElarmS [Wurman et al., 2007].
This combined approach showed superior performance
results at both ends of the magnitude (3<M< 7.1) scale in
northern California. Wurman et al. tested various weighting
schemes that change linearly with earthquake magnitude,
but their results showed that the simple average appears to
be as good as any weighted average. However, when we
include additional data from SCA, JAP, and real-time events
detected across California by ElarmS, the simple linear
weighting scheme is not appropriate for small earthquakes
(M< 3). When applying this linear weighting scheme to small
events, we found the mean magnitude was overestimated by

Table 1. Data Sets Used in Studies of Earthquake Early Warning Systems (EEW) for Past Studies and This Study

Number of Events Number of Records τp
max, Pd, Pv Magnitude Scaling Relationship Source

Past Studies
NCA 42 186,161,135 3.0–7.1 τp

max, Pd, Pv Wurman et al. [2007]
SCA 59 1762,1931,~ 3.0–7.3 τp

max, Pd Tsang et al. [2007]
Japan 84 2552, 2469, ~ 4.0–8.0 τp

max, Pd Brown et al. [2011]
This Study

NCA 32 172 3.0–7.1
SCA 58 1702 3.0–7.3
Japan 84 1874 4.0–8.0
Real Time 1992 12519 0.17–5.69

Combined 2066 16267 0.17–8.0
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Figure 1. Scaling relationships between catalog magnitude and (a) τpmax and (b) Pdc. Light gray dots are individual station
observations for all events in study. Green squares and red and blue triangles are average values for individual earthquakes
from the historic/calibration data sets from Japan (JAP), Southern California (SCA), and Northern California (NCA), respec-
tively. Black crosses are average values for earthquakes recorded in real-time by ElarmS across California. In Figure 1a the
best fit lines to the regional data sets are shown with colored lines, and the black line is the best linear fit to all the data exclud-
ing the real-time-detected earthquakes (equation shown). In Figure 1b the black line (equation shown) is the least squares
multiregression fit to the entire data set and represents our preferred global scaling relationship.
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0.57 magnitude units, and for all earthquakes in the data set the
average overestimation is 0.45 magnitude units.

3.2. Method 2: Multiregression Analysis

[12] We next test a multiregression approach that considers
both τpmax and Pd at the same time. The idea behind this
approach is to estimate magnitude with one equation rather
than averaging the magnitude estimates produced separately
from τpmax and Pd. The regression equation is

M ¼ 4:76þ 0:431 log τmax
p

� �
þ 1:47 log Eð Þ þ 0:99 log Pdð Þ (1)

where E is epicentral distance (km). This method is pre-
ferred over Method 1 because the magnitude overestimation
is reduced to 0.23 and the standard deviations are reduced to
0.40 for all events (Table 2, column 2).

3.3. Method 3: Regional Scaling Relationships for τpmax

(only) Versus M

[13] For our three target study regions (NCA, SCA, and
JAP) there are three slightly different scaling relationships
between τpmax and M (colored lines on Figure 1a). We use
these regional scaling relations in an effort to obtain the
most accurate magnitude estimates from τpmax alone to com-
pare with the other approaches. These scalings provide
poorer results with a mean error of 0.87 and a standard devi-
ation of 1.41 (Table 2). We also determined a single global
regression relation for τpmax versus M (black line and equa-
tion on Figure 1a), but it does a very poor job giving a mean
magnitude error of 1.44 and standard deviation of 0.87.

3.4. Method 4: Regional Pd or Pv versus M Scaling

[14] There are a total of five regional amplitude (Pd or Pv)
versus M relations for our three study regions. Each region
has a Pd versusM relation. In addition, there are two Pv versus
M relations for different types of accelerometers in northern
California [Wurman et al., 2007]. Again, we use these rela-
tions to measure the accuracy of Pd/Pv-only approach when
compared to the other methods described. In this work we find
that these methods that use only amplitude as input (i.e., not
τpmax) produce results with a minimal average error in the
magnitude of 0.02 and a standard deviation of 0.32.

3.5. Method 5: Global Pd Versus M Scaling

[15] Our work shows that Pd correlates with magnitude
even for smaller earthquakes (Table 1; Figure 1b). Here
we propose using a global Pd-Magnitude scaling relation-
ship derived using a linear best fit to the combined data sets
(i.e., calibration data sets from three regions and real-time
data from California). The best fit regression relation for
the global data set is

MGPd ¼ 1:23 log Pdð Þ þ 1:38 log Eð Þ þ 5:39 (2)

where E is the epicentral distance in kilometers and Pd is in
centimeters. Using this relation, we can also correct Pd obser-
vations for epicentral distance in order to plot the corrected
Pd, Pdc, versus catalog magnitude MC and find the best fit
relation (Figure 1b)

log PdCð Þ ¼ 0:79MC � 4:35 (3)

[16] It has the smallest average magnitude error (0.01) and
also the smallest standard deviation (0.31) in the magnitude
errors. This new scaling relationship has a 0.95 correlation
coefficient (R). Estimating R individually by region, the cor-
relation drops to 0.93, 0.93, 0.94, and 0.89 for the JAP, NCA,
SCA, and real-time California regions, respectively.

3.6. Summary of Methods Tested

[17] We find that τpmax methods (Table 2, columns 1, 2,
and 3) tend to overestimate earthquake magnitudes. For
small-magnitude (M< 3) events, the regional τpmax scaling
overestimates earthquake magnitude by 1.1 unit with a ± 1.5
standard deviation. For larger events, multiregression gives
slightly underestimated magnitudes and small standard devia-
tions. However, the smallest RMS error is acquired when using
global scaling Method 5 that uses only Pd as input. The errors
and standard deviations for all the methods also have a depen-
dency on magnitude (Figure 2). The average error and standard
deviation for each method in each 0.5 magnitude bin is shown.
The Pd-based scaling relationships (Figures 2b, 2d, and 2e)
have minimum dependency on magnitude, i.e., they do a
reasonable job for both large and small earthquakes. The τpmax

approach (Method 3) has a mean residual close to zero for
M> 3 events (the reason it was adopted for early warning in
the first place) but has mean residual of 1.10 forM< 3 (causing
an overestimation of magnitude) and has standard deviation
twice as large as the Pd-based methods (Figure 2c).

4. Discussion

[18] A study of data from a deep South African mine by
Lewis and Ben-Zion [2008] is one of the few studies that pre-
viously investigated τpmax scaling for small-magnitude
earthquakes (0<M< 4). They do show that τpmax scales
with magnitude, but the measurement is made is at higher-
frequency band than used here. The reason that the τpmax ob-
servations we make here for M< 3 earthquakes do not scale
with magnitude is due to our choice of real-time filtering. Our
3 Hz low-pass filter removes higher frequencies that are more
prevalent for smaller earthquakes; thus, the τpmax value is not
as small as it should be. In the Wurman et al. [2007] study
they selected the 3 Hz low-pass frequency filter scheme
to optimize the magnitude estimates for earthquakes with
M> 3. This filter therefore works appropriately for the
larger earthquakes, but it causes an overestimation of
earthquake magnitude for the smaller earthquakes

Table 2. Comparison of Five Different Methods to Estimate Earthquake Magnitude From Only P wave Dataa

Mean(τp
max, Pd) Multiregression Equation (1) Regional τp

max Regional Pd Global Pd (This Study, Equation (2))

All �0.45 ± 0.76 �0.23 ± 0.40 �0.87 ± 1.41 �0.02 ± 0.32 �0.01 ± 0.31
M< 3 �0.57 ± 0.81 �0.29 ± 0.42 �1.10 ± 1.51 �0.03 ± 0.31 �0.03 ± 0.31
M> 3 0.09 ± 0.46 0.03 ± 0.30 0.15 ± 0.77 0.02 ± 0.35 0.06 ± 0.34
M> 5 �0.02 ± 0.43 0.05 ± 0.41 �0.01 ± 0.60 �0.02 ± 0.45 �0.02 ± 0.43

aTable values are the mean error, which is the catalog minus the estimated magnitude (residual). Also listed are the standard deviations in the error.
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(M< 3). The conclusion is therefore that τpmax can be used
to indicate the magnitude of an earthquake, but the magni-
tude sensitivity range is dependent on the band-pass filter
initially applied. A multistage approach could therefore
be developed where τpmax is measured at different frequen-
cies to determine the magnitude estimate.
[19] In light of the simplicity of the single global Pd scaling

relation that we have observed here (Figure 1b) and the fact
that it provides better magnitude estimates than τpmax any-
way, we recommend simply using Pd scaling. The fact that
the single relation also does better than the individual
regional efforts also suggests that this relation can be applied
to other earthquake source zones around the world. The
downside of using Pd is that Pd is sensitive to epicentral dis-
tance while τpmax is not. When a seismic network is being
used in the source region, good location estimates are avail-
able with a few triggers. ElarmS does not issue an alert until
four P waves have been detected so this is not a concern

provided that the event is within the seismic network and
the triggers are accurate. In addition to providing good loca-
tions, requiring four triggers also reduces false alarms.
[20] The magnitude estimates based on Pd observations

alone (Method 5) do indicate a saturation effect at M~7. This
causes an underestimation of magnitude for events larger than
M7. We suggest there might be two reasons for this problem.
Limited data for some of these large events is one problem
(Figure 3). This includes (1) having only a few records, (2) only
having data from larger epicentral distances, and (3) not having
a very good azimuthal coverage. For the Tokachi-oki offshore
earthquake (M=8) the six closest stations are relatively far
away at 231–280 km (Figure 3). Similarly, in California for
the Gorda Plate (M=7.1) earthquake, the source-to-station dis-
tance range is 163–193 km. Likewise, the azimuthal coverage
for both events is small. For both events, the large station
distances and limited azimuthal coverage is because they were
offshore, and the magnitudes are significantly underestimated
(Figure 3). In our compiled data set, the smaller earthquakes
(6.5<M< 7.0) do not have these near-field and azimuthal
recording deficiencies.
[21] The other explanation for the saturation (Figure 3) is

related to the fundamental physics of earthquake rupture.
We are only using 4 s of data, which is similar to the expected
duration of an M7 rupture. Also, the amplitude of ground
motion in the near field is expected to saturate for large-
magnitude events. For these reasons it is important to
develop additional methodologies to better characterize
large-magnitude events (M> 7). Such development is
underway using both seismic and geodetic methods. One
approach is to expand the length of the Pwave window used
[Colombelli et al., 2012]. The “FinDer” algorithm estimates
the finite extent of rupture using seismic observations [Böse
et al., 2012]. Emerging approaches using GPS-based earth-
quake early warning systems will also compliment seismic
methods [Allen and Ziv, 2011; Colombelli et al., 2013].
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When the point source/Pd-based magnitude estimates are
large, say larger than 6, the finite source algorithms can be
interrogated for evidence of extended fault rupture.
[22] Wurman et al. [2007] proposed five different equations

to determine magnitude that depend on the recording channel.
They found that the scaling relationship between magnitude
and Pd had different slopes for the velocity and acceleration
data. Tsang et al. [2007] and Brown et al. [2011], on the other
hand, adopted one relationship each for southern California and
Japan, respectively. Although the slope is different for JAP, the
slope for SCA and NCA are very similar. Here we suggest that
for earthquakes up to magnitude 7, the new Pd versusMmeth-
odology we present (equation (2)) should be used to estimate
magnitude for EEWS. We find no evidence that regional Pd
scaling relations are better than simply using this global MGPd

approach. This new method removes the complexity of the
regional scaling relationship. We favor this global Pd versus
M method because it is simpler than other methods and has
a uniform dependency on magnitude. Equation (2) has now
been implemented into ElarmS and as such, contributes to
California’s ShakeAlert EEWS [Böse et al., 2013].

5. Conclusion

[23] We explored five different methods to estimate earth-
quake magnitude from P wave data for use in EEWS. We
tested these methods on calibration data sets from earthquakes
of magnitude 3.0–8.0 recorded in California and Japan. In ad-
dition to the historic calibration data, we also tested them with
data recorded over a 1 year period 2012–2013 by the real-time
implementation of the ElarmS method for EEWS currently
implemented across California. These real-time data provided
an opportunity to test the methods on smaller earthquakes
(0.1<M< 3.0) that have been largely ignored in previous
studies. Comparison of τpmax and Pd-based magnitude estima-
tion methods indicate that Pd scaling is observed for all earth-
quakes, whereas the frequency filtering required for the τpmax

observation results in sensitivity to only a limited frequency
range (M> 3.0 for the implementation tested here). We
conclude that the best approach to derive EEW magnitude
estimates is to use only the Pd parameter and the global
scaling relationship MGPd = 1.23 log(Pd) + 1.38 log(E) + 5.39.
This newmethod provides smaller RMS errors than existing re-
gional methods based only on Pd. Our results show that this
new technique using only Pd information is robust and delivers
the most accurate global magnitude estimates for earthquakes
up to M~ 7. Above M7 a saturation effect is observed and the
application of other finite source type methods is needed.
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