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Abstract Earthquake early warning (EEW) systems that issue warnings prior to the
arrival of strong shaking are essential in mitigating earthquake hazard. Currently oper-
ating EEW systems work on point-source assumptions and are of limited effectiveness
for large events, for which ignoring finite-source effects result in magnitude underes-
timation. Here, we explore the concept of characterizing rupture dimensions in real time
for EEW using small-aperture seismic arrays located near active faults. Back tracing
array waveforms allow estimation of the extent of the rupture front (as a proxy of
the rupture size) and directivity in real time, providing complementary EEWcapabilities
forM >7 earthquakes to existing EEW systems. We implement it in a simulated real-
time environment and analyze the 2004M 6 Parkfield, California, earthquake record-
ings by the U.S. Geological Survey Parkfield dense Seismograph ARray (UPSAR)
array and the 2010M 7.2 El Mayor–Cucapah earthquake recordings by strong-motion
sensors in San Diego, California. We find it important to correct for the bias in back
azimuth induced by dipping structures beneath the UPSAR array, based on data from
smaller events. Our estimated rupture length is 30% shorter than those inferred from
other studies but still reasonable for EEW purposes. We attribute this difference to rup-
ture directivity effects and the limited field of view of a single array. The accuracy of the
approachmay be improvedwith a network of arrayswith overlapping fields of view.We
demonstrate this by tracking the 2011 Tohoku earthquake rupture with two clusters of
Hi-net stations in Kyushu and northern Hokkaido. The obtained results are consistent
with teleseismic back-projection results and yield reasonable estimates of rupture
length and directivity. Compared with other proposed finite-fault EEW approaches,
the array method is less affected by the coarseness of a Global Positioning System
or seismic network and provides a high-frequency characterization of the rupture that
yields more suitable predictors of ground shaking for certain structures.

Introduction

Earthquake early warning (EEW) systems are a new
mechanism for mitigation of seismic hazard based on issuing
warnings prior to the arrival of strong ground shaking during
an earthquake. All currently operating EEW systems treat earth-
quakes as a point source and use a magnitude–amplitude/
frequency scaling. This approach works well for moderate-
to-large earthquakes, but for the largest earthquakes
(M >∼7:5) this can lead to a significant underestimate of the
ground shaking due to an underestimation of the magnitude
and the absence of information about the location and extent
of the fault that has ruptured. This issue was highlighted by
the EEW performance during the M 9.0 Tohoku-Oki earth-
quake (Hoshiba et al., 2011). Using only P-wave amplitude
information, the magnitude estimated by the Japanese EEW
system saturated at M 8.1. Also, failing to take into account
the finite-rupture propagation, the system issued warnings of
strong seismic intensity only for the Tohoku region. How-
ever, the Kanto region experienced much larger ground

motions than those predicted. The example of the Tohoku-
Oki earthquake demonstrates the need of characterizing the
finite dimension in real time for the EEWof large earthquakes.

Among the ongoing efforts to determine the finite-fault
extent in real time, Global Positioning System (GPS) ap-
proaches provide more reliable static displacements, and thus
a static slip model, than seismic methods (Hudnut et al., 2002;
Allen and Ziv, 2011; Colombelli et al., 2013). The FinDer ap-
proach is also proposed to determine linear fault geometry
based on the difference in near/far-field seismic waveforms,
provided dense station coverage (Böse et al., 2012).

Here, we explore the concept of imaging the rupture
process of large earthquakes in real time using clusters of
dense seismic arrays located near an active fault. The arrays
can be deployed in a zigzag fashion along the fault with each
array covering an effective field of view. Back tracing the
waveforms of an earthquake recorded by such arrays allows
the estimation of the rupture directivity, size, duration, speed,
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and segmentation. The approach is now commonly used to
image earthquakes recorded at teleseismic distances (Ishii
et al., 2005; Meng et al., 2011) and regional distance (Vallée
et al., 2008; Meng, Ampuero, Sladen, et al., 2012), with some
work using it at local distances (Fletcher et al., 2006; Allmann
and Shearer, 2007; Honda and Aoi, 2009). Here, we develop
key aspects of the implementation of array processing at local
distance in real time to estimate the rupture dimension of
M >6 earthquakes. The principle is analogous to the location
and tracking of moving sources by antennas in a variety of
military and civilian applications. Strong high-frequency (HF)
seismic waves are typically assumed to radiate from the rup-
ture front. Tracking the source of the HF seismic waves during
large earthquakes recovers the migration of the rupture front.
The trajectory of the rupture front marks the fault extent in-
volved in the earthquake (Fig. 1). More generally, the ap-
proach provides the extent of the source area of HF radiation.

Method

The direction of arrival of waves propagating across an
array can be determined by analyzing the phase of coherent

seismic signals with array-processing techniques. Here, we
adopt the correlation stacking technique, in which the nor-
malized cross-correlation coefficients of all waveform pairs
are beamformed (delayed and summed) instead of the wave-
forms themselves. This improves robustness against scatter-
ing and multipathing in the shallow crustal environment
(Borcea et al., 2002; Fletcher et al., 2006). For a selected
time window, the correlation coefficient ccij between sta-
tions i and j is defined by

ccij�θ� �

P

t
xi�t�xj�t − τij�θ��
�P

t
x2i
P

t
x2j�1=2

;

in which xi is the seismic signal recorded by the ith station, t
is time index, τij�θ� is the time delay of the wave arrival
between the station i and j, and the sums in this equation
encompass the duration of a running time window. We as-
sume that the array aperture is much smaller than the epicen-
tral distance and approximate the impinging wavefront as
a plane. The delay as a function of the slowness vector θ of
an impinging plane wave is given by the dot product of
τij�θ� � θ · �ri − rj�, in which ri and rj are the location vec-
tor of the ith and jth station. For fast implementation τij�θ� is
rounded to the nearest discrete sample. We compared this
approach with a more time-consuming implementation based
on subsample spectral time shifting and verified that it does
not introduce notable errors for signals with high sampling
rate in the frequency band that we are interested in.

The correlation coefficients are then summed over all sta-
tion pairs to obtain the stacked correlation coefficient, scc�θ�,
as a function of the slowness vector of the candidate plane
wave. The slowness vector contains information on both
the source depth (apparent velocity) and its lateral location
(back azimuth). For EEW purposes, we are primarily inter-
ested in the lateral rupture dimension and focus on the use of
the back azimuth. For a given back azimuth, we define the
projected lateral location as the intersection of the great circle
path and a candidate fault surface (possibly nonplanar) ex-
tracted from a predefined fault catalog (e.g., the Southern Cal-
ifornia Earthquake Center community fault model). The
epicenter location is provided in a real-time fashion by the con-
ventional point-source-based EEW system (e.g., ElarmS;
Kuyuk et al., 2013). If the epicenter is outside the known fault
zones, the fault surface can be approximated as a linear plane
with the strike determined by the interpolation of nearby faults.

The stacked correlation computed on the running win-
dows is then analyzed as a function of the distance along the
fault strike and time. At each time, the location of the peak
stacked correlation is identified. If the peak values exceed a
prescribed threshold (here, three times the average stacked
correlation of the background noise), they are characterized
as significant seismic radiators. In earthquake source imag-
ing studies (Fletcher et al., 2006; Vallée et al., 2008; Meng,
Ampuero, Stock, et al., 2012), the trajectory of the seismic
radiators in the distance–time domain is used to infer the

Figure 1. Concept of earthquake rupture imaging with a small-
scale seismic array. The advancing slip pulse is the region of high slip
velocity indicated by warm colors on the fault plane. The bang sym-
bols represent surface projections of the rupture front. The triangles are
the array stations. The curves are the ray paths of the incoming seismic
waves. The dashed lines mark the spatial extent of the rupture. The
color version of this figure is available only in the electronic edition.
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rupture dimension and rupture speed. However, this analysis
involves human intervention to identify the rupture trend and
branching patterns, which is not readily applicable in real-
time implementations. We thus propose a simple algorithm
to characterize the rupture dimension and directivity based
on the location information. We define the rupture length as
the distance between the leftmost and rightmost seismic
radiators along the fault plane. The location of these two
end points with respect to the hypocenter provides the rup-
ture directivity and type (unilateral or bilateral). The infor-
mation on rupture speed is not required for EEW.

The 2004 M 6.0 Parkfield Earthquake

We applied the proposed methodology to the 2004 M 6
Parkfield, California, earthquake in a simulated real-time
environment. The earthquake is one of the few big events
(M >6) that are recorded by a local small-scale seismic array
(U.S. Geological Survey Parkfield dense Seismograph
ARray [UPSAR]) (see Data and Resources). The array is com-
posed of 13 stations with an aperture of about 1 km and spac-
ing of roughly 200 m and is located at about 12 km from the
San Andreas fault. Fletcher et al. (2006) showed the rupture
kinematics can be retrieved from the UPSAR array data.

Here, before we examine the main event, we perform
array analysis on the aftershocks. Figure 2a compares the
hypocenters with the locations inferred from the back azi-
muth retrieved by the UPSAR array. The results show the
locations are biased toward the center of the rupture zone.
Figure 2b further shows a linear dependence of the back-azi-
muth residue (difference between observed and theoretical)
with respect to the theoretical azimuth. Fletcher et al. (2006)
propose that this bias is caused by ray-path bending due

to the lateral velocity variation associated with the fault-
damaged zone. However, this hypothesis requires a decreas-
ing velocity gradient away from the fault, which is the op-
posite of what is observed in natural fault zones.

In the nuclear monitoring community, it has long been
known that a dipping velocity structure beneath a seismic array
can affect the incoming teleseismic wavefield and introduce
deviations of azimuth and slowness from their expected values
in a horizontally layered medium (Fig. 2b) (Niazi, 1966; Ot-
suka, 1966a,b). In that context, the dipping structures are typ-
ically interpreted to be the Moho discontinuity (Greenfield and
Sheppard, 1969). This dipping layer effect has not been ad-
dressed in the context of array analysis at local distance. Here,
we propose the azimuth bias at the UPSAR array is caused by
the dipping interface between the shallow sediments and bed-
rock. Theory suggests a sinusoidal dependence of the back-
azimuth residual as a function of the true back azimuth across
a 2π range (Bondar et al., 1999; Flanagan et al., 2012). This
bias pattern can be used to constrain the orientation of the dip-
ping structure: the azimuth at which the residue crosses zero
from negative to positive corresponds to the dipping direction
of the interface (Lindquist et al., 2007).

Because our analysis involves only the seismicity in the
Parkfield section of the San Andreas fault, the azimuth cover-
age is limited to about ∼90° (Fig. 2b). Nevertheless, the
back-azimuth anomaly crosses zero from positive to negative
at 43° (normal to the strike of the San Andreas fault), sug-
gesting that the interface dips away (223° from north) from
the San Andreas fault. This is consistent with the topography
of the UPSAR array (Fig. 2a). The dipping layer is likely
caused by the fault-parallel folding deformation associated
with the long-term deformation of the San Andreas fault
(Mount and Suppe, 1987). The magnitude of the azimuth

Figure 2. (a) The map view of the Parkfield area. The dots are the epicenters of five sample aftershocks of the 2004 Parkfield earthquake. The
squares are the projected location of the aftershocks along a linear fault plane with azimuth retrieved by array analysis. The arrows mark direction
of the bias. The stars are the epicenters of the 1966 and 2004 events. The triangle is the location of the UPSAR array with the distribution of the
stations in the inset map. (b) The black dots are back-azimuth residual (observed–true) as a function of true back azimuth, and the gray dots are the
anomalous azimuth predicted by a 22° dipping interface toward 223°. (c) Sketch of ray path (dashed line) perturbed by a dipping layer and
the expected ray path through the horizontal layer (solid line). The color version of this figure is available only in the electronic edition.
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bias depends on the angle of incidence, velocity contrast
across the dipping interface, and its dip angle. The incidence
angles of individual aftershocks are calculated based on a 1D
velocity model in the Parkfield area (Roux et al., 2005). The
dip of the interface can be calculated by Snell’s law given
the velocity across the interface (Flanagan et al., 2012).
The velocity contrast between the sediment and bedrock
is too shallow to be resolved by tomography. Here we as-
sume a ratio of 1:2 between the shear wavespeed of the shal-
low sediments layer and the basement rock. The inferred dip
is 22°, consistent with that of the top layers imaged by the
tomography studies (e.g., Thurber et al., 2006). This dip an-
gle trades off with the assumed velocity contrast across the
dipping interface. The true angle might be larger for a smaller
shear-wavespeed ratio. Although we cannot resolve this
trade-off, for the purpose of correcting the back azimuth we
do not need to.

Once the dipping structure is determined, we can apply a
model-based azimuth correction to the array analysis of the
Parkfield mainshock, rather than the empirical correction de-
rived by Fletcher et al. (2006) based on fitting an ad hoc
smooth function to the azimuth bias. Our model-based cor-
rection enables extrapolation beyond the azimuth range rep-
resented in the empirical dataset, and because the sinusoidal
shape of the calibration function is established, fewer after-
shocks are required to obtain reliable corrections.

A station-specific delay correction is also applied to take
into account the local S-wave velocity variation across the
array following Fletcher et al. (2006). In practice, these
corrections can be obtained by averaging the travel-time res-
idues with respect to the best-fitting plane wave from several
aftershocks. We find that this correction has a minor effect.

The resulting difference in back azimuth is much smaller
than the dominant dipping layer effect.

We applied the correlation stacking to the S waves re-
corded during the 2004 Parkfield main event in the frequency
band of 0.5–8 Hz with a sliding window of 1 s. The S minus
P travel times at such close distance is shorter than the rup-
ture duration, which prevents us from exploiting P waves to
track the whole rupture. The dominant frequency of the
ground acceleration signals is higher than 1 Hz. The band-
width is narrower and the window is longer compared with
Fletcher et al. (2006) to obtain a more robust image for EEW
purposes. The unilateral rupture pattern is well constrained as
the leftmost point is close to the hypocenter and the right-
most point is much farther to the right. Figure 3 compares
the source imaging of the 2004 Parkfield earthquake with
and without dipping layer correction. Ignoring the dipping
structure leads to a rupture length of only 5 km (Fig. 3a),
significantly shorter than the typical rupture length of an
M 6 earthquake. Once corrected, the rupture length is 9 km
(Fig. 3b), consistent with the estimate by Fletcher et al.
(2006) based on the same dataset. Both estimates are shorter
than the 13 km distance between the hypocenter and the
northernmost subevents identified by back projection using
all local stations (Allmann and Shearer, 2007). One reason
for this difference is the directivity effect. The unilateral
northwestward rupture propagates toward the array initially
but away from the array once it passed the latitude 35°55′.
This directivity effect enhances the seismic radiation of the
southern rupture and weakens the northern rupture recorded
at the UPSAR array. The northernmost part of the rupture
thus appears too weak to be imaged by UPSAR, which re-
sults in an underestimation of the rupture length. In this case,

Figure 3. Stacked correlation coefficient as a function of along-strike position with respect to the hypocenter and time is shown in gray
scale. (a) The seismogram at the central station of the UPSAR array. (b, c) The stacked correlation coefficient as a function of source position
(projected along the fault strike, relative to the epicenter) and time (of the center of the sliding window relative to the event origin time),
(a) without and (b) with correction for the dipping interface effect, respectively. The white dots are the locations of maximum correlation at
each time sized by the correlation coefficient. The dashed lines mark the beginning and end of the HF energy source and give estimates of the
rupture size of (b) 5 km and (c) 9 km. The color version of this figure is available only in the electronic edition.
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a single array is not sufficient to monitor the entire rupture
area. A network of multiple small-scale arrays with partially
overlapping fields of view would therefore be required to
balance off the directivity effect.

The 2010 M 7.2 El Mayor–Cucapah Earthquake

As the largest recent earthquake in Baja California, the
2010 El Mayor–Cucapah earthquake is another example that
can be used to demonstrate the application of array process-
ing for EEW. It was well recorded by a group of 13 strong-
motion stations in San Diego, California, with an aperture of
about 30 km (see Data and Resources). The array is at more
than 150 km from the rupture and outside the area of strong
motion, but we can use this example as an additional test and
illustration of the general approach proposed here to estimate
earthquake rupture dimension. We process the S-wave data in
the frequency range of 0.2–1 Hz with sliding windows of
10 s. Because the array is not optimally oriented with respect
to the fault trace, that is, it is not perpendicular to the fault,
the resolution of the array is limited. The rupture was more
complicated than the 2004 Parkfield event, rupturing bilat-
erally with a complex back and forth time history. Using
our array techniques in simulated real time, a general bilat-
eral rupture trend can be identified (Fig. 4), although the seis-
mic radiators associated with the two rupture fronts appear
intermittently. The length of the northern branch is 60 km,
consistent with finite-fault models (e.g., Wei et al., 2011).
However, the southern rupture appears as only 20 km long,
significantly shorter than that of the finite-fault models. This
is again due to the directivity effect: the southeastward rup-
ture appears weak because the rupture moves away from San

Diego. In addition, the resolution of the southern part is also
lower as the great circle path of the array is even more
oblique to the fault strike than the northern rupture. This ex-
ample again demonstrates the value of a network of multiple
arrays along the length of active faults for real-time applica-
tion of this method. Overall, the 80 km rupture length is
shorter than the 120 km rupture length estimated byWei et al.
(2011) but is still a reasonable estimate for EEW purpose and
better than treating the event as a point source.

The 2011 M 9.0 Tohoku Earthquake

The previous two examples of application of array
processing for EEW demonstrate the need for multiple arrays.
Very few large earthquakes have been recorded by multiple
small-scale arrays in close distance. Nevertheless, we can up-
scale the problem and proof the concept with a megathrust
earthquake recorded by a regular seismic network. We con-
sider the 2011 M 9.0 Tohoku earthquake, recorded by the
dense Hi-net seismic network over the entire Japan.

We apply the array analysis to two clusters of Hi-net
stations, one in Kyushu and one in northern Hokkaido (Fig. 5,
left). The arrays are at about 1000 and 700 km, respectively,
from the hypocenter. The interstation spacing is approxi-
mately 20 km. This setting is scaled up by roughly 100 times
compared to the UPSAR/2004 Parkfield earthquake example
(average spacing of 200 m and epicentral distance of 12 km).
The data are processed in the frequency band from 0.1 to
0.25 Hz. This frequency range is less than 100 times lower
than that adopted in the Parkfield example. We chose this
relatively high-frequency band to compare the results with
the teleseismic array back-projection results. Analysis at a

Figure 4. El Mayor–Cucapah earthquake imaged by the San Diego strong-motion array. The map shows the San Diego strong-motion
array (triangles) and the fault traces of the earthquake. The panel on the right is the correlation stacking analysis of the mainshock plotted in
the same fashion as Figure 3. The color version of this figure is available only in the electronic edition.
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lower-frequency band reproduces the large-scale features of
the rupture consistently. We use the Pn phase, which carries
the highest frequency content and proves to be well suited for
earthquake source imaging at regional distance (Meng, Am-
puero, Sladen, et al., 2012). Although the Tohoku rupture
has been imaged by array processing with individual arrays
and networks at local and regional scales (Honda et al., 2011;
Nakahara et al., 2011; Maercklin et al., 2012; Roten et al.,
2012), we provide the first effort to jointly image this earth-
quake with multiple arrays.

We performed the array analysis on recordings of the
two arrays separately, and then at each epoch we intersected
the directions defined by the two back azimuths to determine
the location of the seismic radiation source. The significance
is defined as the sum of both correlation coefficients. We ap-
ply a static correction to the back azimuths so that the initial
source is located at the hypocenter. This correction is approx-
imately 2° for the Hokkaido array and 10° for the Kyushu
array. At this scale, this azimuth discrepancy is more likely
due to lateral velocity variations rather than topography or
dipping structures. The larger bias observed at the Kyushu
array may reflect the lateral velocity contrast between the
island arc and back-arc basin.

In general, the joint array analysis recovers the rupture
process of the Tohoku earthquake reasonably well (Fig. 5,
right). Both the spatial extent and rupture history are consis-
tent with the results of high-frequency teleseismic back pro-
jection (e.g., Ishii, 2011; Koper et al., 2011; Meng et al.,
2011; Yao et al., 2011; Zhang et al., 2011). The along-strike
rupture length is approximately 300 km, smaller than that of
the low-frequency slip inversion (e.g., Wei et al., 2012) but

consistent with the spatial extent of the source model from the
high-frequency strong-motion data (Asano and Iwata, 2012).
The southward rupture extent and directivity adequately ex-
plain the observed strong ground accelerations in the Kanto
area. This example of the Tohoku earthquake illustrates how
multiple seismic arrays enable a better characterization of the
rupture length and directivity for EEW perspective.

Discussion

The array-based EEW approach can be compared with
other methods characterizing the finite dimensions of earth-
quake rupture in real time. Based on the measurement of the
static field, the GPS-based approaches (Allen and Ziv, 2011;
Colombelli et al., 2013) can potentially provide valid slip
estimate upon the arrival of S waves. However, with limited
spatial resolution and the smoothing regularization applied in
the inversion, the boundary of the actual slip area can be only
roughly defined. An additional approach makes use of the
Zipper GPS network composed of pairs of GPS stations,
one on each side of the fault, along the length of the southern
San Andreas fault. It provides a direct measure of surface slip
but requires GPS stations along every fault to be monitored
(Hudnut et al., 2002). Similarly, by discriminating near field
from far-field stations, the Finder approach (Böse et al.,
2012) estimates the perimeter of the rupture zone. The boun-
dary may again be smeared unless extremely dense station
coverage is available. The array approach on the other hand
provides a sharper definition of the rupture boundary achieved
by exploiting the high-frequency content of the seismic wave-
field. In the 2004 Parkfield example, we processed the seismo-
grams up to 8 Hz (wavelength of 37 m, assuming a shear-wave

Figure 5. Tohoku earthquake imaged by clusters of Hi-net stations in Kyushu and northern Hokkaido. The map shows the selected
stations (triangles) and trenches. The star denotes the hypocenter. The circles in the right panel are the locations of seismic radiation found
by combining the back azimuths determined by both arrays. The brightness and size of the circles indicate the rupture time and the sum of the
correlation coefficients from the two arrays, respectively. The color version of this figure is available only in the electronic edition.
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speed of 300 m=s at shallow depth), implying much sharper
spatial and temporal resolutions.

The view of the rupture obtained from high-frequency
array analysis is not necessarily correlated to the low-
frequency aspects of the rupture process. In general, the array
sees the last strong HF subevent that stands out of the coda
wave of the previous HF subevents. In other words, the array
sees only the strongly radiating parts of the rupture but can-
not resolve a smooth rupture arrest. This partially explains
why the rupture length of the Parkfield imaged by the high-
frequency array studies (Fletcher et al., 2006; Allmann and
Shearer, 2007; this study) is shorter than the rupture length
estimated by finite-fault studies (Liu and Archuleta, 2006)
and the aftershock zone (Waldhauser et al., 2004). On the
other hand, if the rupture terminated abruptly, with a strong
stopping phase, the high-frequency rupture size might be as
large as or even larger than the low-frequency size. This is
the situation of the 2010 Haiti earthquake where the high-
frequency slip ruptured beyond the terminal edge of the static
slip area (Meng, Ampuero, Sladen, et al., 2012). In either of
these cases, the high-frequency rupture process imaged by
small-aperture arrays is more directly relevant for the predic-
tion of high-frequency ground motion. Wei et al. (2012)
show that most of the ground motion of the Tohoku earth-
quake can be explained by only 18% of total slip located in
the deep portion of the megathrust close to the Honshu Is-
land. This deep slip is imaged by the array analysis at high
frequency, and its location delineates the bottom of the long
period slip region. In the example of the catastrophic Haiti
earthquake, the westward high-frequency rupture is closer to
Port-au-Prince, Haiti (Meng, Ampuero, Sladen, et al., 2012)
than the low-frequency slip, which might have contributed to
the unusually high ground motion experienced during this
event (Hough et al., 2010). Thus, this HF array approach can
potentially become an essential component of an EEW system,
as it can constrain estimates of ground motion at the high
frequencies that matter to residential areas with low story
buildings (e.g., the Los Angeles area) as well as critical infra-
structure and lifelines (O’Rourke et al., 2012). For this pur-
pose, an empirical ground-motion prediction approach can be
developed based on the distance and power (the observed HF
energy) of the HF subevents identified by array analysis.

In terms of the practicality of a real-time implementa-
tion, the array analysis is an imaging procedure instead of an
inversion, and it does not suffer from being ill posed and
underdetermined. It also requires fewer assumptions about
the velocity model and rupture kinematics and is therefore
more suitable to be implemented in real time. In the other
existing network-based finite-fault EEW approaches (GPS
and Finder), information about earthquake magnitude and
slip is only available following the S-wave arrival at network
stations. In contrast, the array approach can provide a con-
tinuous update of rupture size as the earthquake unfolds, po-
tentially saving seconds.

The calibration of the anomalous azimuth due to dipping
layer beneath the array is important for the array processing-

based EEW approach. The dipping structure under the
UPSAR array may not be unique because fault-parallel fold-
ing is common near large strike-slip faults (Mount and Suppe,
1987). Becausewe propose to deploy small-scale arrays close
to active faults, it is likely that these corrections are needed
for all future deployments. For the purpose of the correction,
a temporary high sensitivity array is needed to record the
calibration events (small local events or teleseismic events)
prior to the deployment of the permanent strong-motion array.
For regions with low seismicity, the model-based dipping-
layer correction is particularly advantageous, as it requires
less calibration events than the empirical correction.

The EEW system based on the array approach still faces
challenges. Particularly, a fault strike needs to be assumed
based on a fault map, which is problematic if the earthquake
occurs on previously unrecognized fault, although the
chance of a large earthquake (M >7) on an unknown fault
system is low. The assumption of the fault strike might be
released by combining the processing of multiple arrays and
triangulating the rupture location, as demonstrated here
by the Tohoku earthquake example. Although site-specific
back-azimuth bias are usually calibrated with aftershock data
in offline processing (Honda et al., 2008), for an EEW im-
plementation a first-order static correction can be achieved
by forcing the initial back-azimuth estimates to match the
hypocenter location. This procedure produces reasonable re-
sults in the Tohoku example.

The examples of the Parkfield and El Mayor–Cucapah
earthquakes shown here demonstrate the incompleteness of
the source imaging by a single array due to the rupture direc-
tivity effect and limited effective field of view. This results in
underestimation of the rupture length. A system of multiple
arrays with partially overlapping field of view is a potential
solution. The joint fields of view can cover a large region
and allow averaging of the rupture length estimates within
the overlapping target segments to improve robustness. The
bias due to the directivity effect can be mitigated with arrays
located at different orientation with respect to the rupture
direction.

Another challenge of all finite-fault EEW methods, in-
cluding the array-based EEW approach demonstrated here,
is the size of the blind zone, defined as the region that cannot
receive a warning before the arrival of S waves. The radius of
the blind zone is predominantly dictated by the threshold of
earthquake size at which a warning is issued. It takes about
10 s for an earthquake to grow up to M 6.5 (with a rupture
length of 30 km, assuming a rupture speed of 3 km=s) and
roughly 3 s for the S wave to arrive at an array 10 km away
from the fault (assuming an Swavespeed of 3:5 km=s). These
13 s are needed to declare a warning result in a blind zone of
at least 45 km, significantly larger than that of the current
California Integrated Seismic Network ShakeAlert EEW sys-
tem in California (Kuyuk and Allen, 2013). We note that this
blind time is dominated by rupture duration, rather than by
wave travel time. Using P waves instead of S waves would
not reduce it significantly (and is challenged by S minus P
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travel times shorter than rupture duration). Although the is-
sue of the blind zone is common to all finite-fault EEW meth-
ods, these systems are not intended to provide the first
warning but to send updates of rupture growth after the
ShakeAlert warnings.

There is still more development necessary before arrays
can be deployed for the purpose of EEW. It will be important
to develop optimal designs for the array geometry and posi-
tion, identify the best processing parameters (e.g., frequency
band and length of sliding window), and quantify the uncer-
tainties. Validation by synthetic tests with realistic source and
path effects will help the further development of the real-time
implementation strategy. Still, the initial tests shown here
constitute a proof of concept for a local-array-based ap-
proach to track earthquake rupture for the purpose of EEW.

Conclusion

We developed a methodology for real-time characteriza-
tion of earthquake rupture length and directivity based on
seismic array data. The strategy we propose can potentially
prompt more reliable EEW for large earthquakes. We imple-
mented the proposed methodology to analyze the mainshock
in a simulated real-time environment. We demonstrate the
concept on the 2004 Parkfield earthquake recordings taken
by the UPSAR array. We find it important to correct for the
bias in back azimuth induced by dipping structures beneath
the array. After calibrating the dipping-layer effect with data
from smaller events, we obtained an estimated rupture length
of 9 km. This is comparable to, but a little shorter than, the
distance of 13 km between the two main high-frequency sub-
events identified by back projection using all local stations.
We attribute this difference in rupture length to the rupture
directivity that affects the amplitude of high-frequency radi-
ation toward UPSAR. In another example, we processed the
ground accelerations of the 2010 El Mayor–Cucapah earth-
quake recorded by a group of strong-motion sensors in San
Diego. We find the rupture length estimate is again perturbed
by the different directivity effects of the two fronts of this
bilateral rupture and limited by the field of the view of a sin-
gle array. Our simulated real-time estimate of 80 km, a little
less than the 120 km estimate from other studies, is still rea-
sonable for EEW purposes. A network of arrays with over-
lapping fields of view can potentially improve the robustness
and accuracy, which we demonstrated by jointly imaging the
2011 Tohoku earthquake with two clusters of Hi-net stations
in Kyushu and Hokkaido: the recovered rupture process is
consistent with teleseismic back-projection imaging results,
and the inferred rupture length of 300 km and southward di-
rectivity are satisfactory for EEW purposes. We compared the
benefits of the array-based EEW approach with other real-
time finite-fault EEW solutions based on GPS and seismic
data. The array method constrains high-frequency aspects
of the rupture that are complementary to the current EEW
system and a more suitable ground-motion predictor in cer-
tain cases.

Data and Resources

The Center for Engineering StrongMotion Data (CESMD)
is accessed to download the strong-motion data of the El
Mayor–Cucapah earthquake (http://strongmotioncenter.org/;
last accessed April 2013). The seismograms of the Parkfield
earthquake recorded at the UPSAR array is available at the
U.S. Geological Survey national strong-motion project
(http://nsmp.wr.usgs.gov/; last accessed February 2013).
The broadband seismograms of the Tohoku earthquake is ac-
quired from the Japanese Hi-net (http://www.hinet.bosai.go.
jp; last accessed February 2014).
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