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Abstract Scenario ruptures and ground motion simulation are important tools for studies of expected
earthquake and tsunami hazards during future events. This is particularly important for large (Mw8+) and
very large (Mw8.5+) events for which observations are still limited. In particular, synthetic waveforms are
important to test the response of earthquake and tsunami warning systems to large events. These systems
are not often exercised in this manner. We will show an application of the Karhunen-Loève (K-L) expansion
to generate stochastic slip distributions of large events with an example application to the Cascadia
subduction zone. We will discuss how to extend the static slip distributions obtained from the K-L expansion
to produce kinematic rupture models and generate synthetic long-period displacement data at the sampling
rates of traditional Global Navigation Satellite Systems (GNSS) stations. We will validate the waveforms
produced by this method by comparison to a displacement-based ground motion prediction equation
obtained from GNSS measurements of large earthquakes worldwide.

1. Motivation

Due to the increase in geophysical monitoring infrastructure, large events of the 21st century have beenmea-
sured extensively; in spite of this we still have only a limited view of very large earthquakes. Observations are
circumscribed to only a few geographic regions, and because of their long recurrence intervals, the variability
of the sources that have been observed is small. For example, prior to the 2004 Mw9.2 Sumatra and Mw9.0
Tohoku-oki earthquakes, ground motions from very long sources (500+ km) and events with very large
amounts of slip (30+m) had not been observed with modern sensing technologies. This is a challenge for
hazard assessments, particularly for regions with known large ruptures in the historical and geologic records
but with few or no events in instrumental times. In this work we will present a method for generating scenario
ruptures and displacement ground motion data. To exemplify the method we will use the Cascadia subduc-
tion zone as the tectonic setting. Cascadia is notoriously quiescent in terms of seismicity; it has not had a
significant event since the 2001 Mw6.8 Nisqually intraslab earthquake [Ichinose et al., 2004] and the 1992
Mw7.1 Cape Mendocino earthquake before it [Li et al., 1993]. Cascadia has not experienced a large (M8+)
rupture since the 1700M9.0 earthquake [Satake et al., 2003].

Parallel to the growth in the understanding of the hazards that large megathrust ruptures pose to societies,
there has been a proliferation of earthquake early warning (EEW) technologies designed to mitigate the
impact of such events. Algorithms based on traditional seismic data (ground acceleration and velocity) are
in several stages of deployment in many tectonically active regions [i.e., Allen et al., 2009]. For these seismic-
only approachesmagnitude saturation, the condition by whichmagnitudes are systematically underestimated
for large events, is an inherent limitation [e.g., Hoshiba and Ozaki, 2014]. To ameliorate this, high-rate (1–10Hz)
measurements of ground motion displacements from Global Navigation Satellite Systems (GNSS) are becom-
ing a mainstay of EEW [Bock and Melgar, 2016] with many different algorithms under development. GNSS data
can accurately measure long-period strong motion displacements down to the static offset (0Hz), and thus,
algorithms that harness these measurements do not suffer from saturation. One limitation of GNSS-based
EEW techniques is that they require longer wait times for accurate magnitude determination.

EEW systems that rely on seismic data are routinely stress-tested by smaller magnitude events that are well
recorded by broadband and strong motion sensors. Problems, shortcomings, unexpected results, and the
general performance of algorithms can then be assessed as a matter of routine. EEW algorithms that rely
on GNSS cannot be tested in this way. The elevated noise levels in GNSS data typically preclude measuring
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events smaller than Mw6–6.5 at close in distances (tens of kilometer) and Mw7 at longer distances (hundreds
of kilometer). There is a need for realistic scenarios and waveforms that can be used to assess the perfor-
mance of EEW algorithms that rely on GNSS data as input.

In addition to EEW there is pressing need for local tsunami early warning (TEW) systems that can rapidly
assess large sources and, if possible, forecast tsunami amplitudes for the regions immediately adjacent (local
warning) to these earthquakes, where the time scales of warning are on the order of only a few minutes to an
hour [Melgar et al., 2016a]. Local TEW systems are evolving toward a hybrid approach that relies on both
seismic and geodetic measurements. Much like in the EEW case, local TEW can benefit from a coherent frame-
work for rupture scenario generation.

Previous scenario simulations [e.g., Olsen et al., 2008] showed the importance of simulation in an area as seis-
mically quiescent as Cascadia. Here we will demonstrate an application of the Karhunen-Loève (K-L) expan-
sion method for generating random, but realistic, static slip patterns [LeVeque et al., 2016]. With the Cascadia
subduction zone as a focus area we will show how to extend the K-L expansion method to kinematic rupture
scenarios and use it to generate synthetic GNSS data at regional stations. In this work we produce and make
available (see the Acknowledgements section) 1300 rupture scenarios and their associated synthetic wave-
forms for events spanning magnitudes between Mw7.8 and Mw9.3 (see the Acknowledgments section and
Figures S1–S4 in the supporting information). The code used to generate them is also made freely available
(see the Acknowledgements section).

Frameworks exist for validating synthesized groundmotions [e.g.,Dreger et al., 2015; Goulet et al., 2015]; these
rely on comparison of synthesized data to acceleration and velocity parameters such as peak ground
acceleration (PGA), peak ground velocity (PGV), or spectral accelerations (Sa) from ground motion prediction
equations (GMPEs). We argue that to validate synthetic GNSS data displacement-based ground motion para-
meters should be used. Modern GMPEs are not well suited to characterize displacement metrics, especially
for strong ground motions where the static offset (fling in earthquake engineering parlance) and, in general,
long-period motions are substantial [Kamai and Abrahmson, 2015]. This is a consequence of the standard
processing applied to strong ground motion records necessary to minimize baseline offsets [Boore and
Bommer, 2005] that effectively biases displacement metrics for large events [Melgar et al., 2013, 2015].
Instead, for validating synthetic GNSS data, we will rely on a peak ground displacement (PGD) scaling law
and GMPE developed directly from GNSS data worldwide for events in the Mw6–9 range [Crowell et al.,
2013; Melgar et al., 2015].

2. Methods and Assumptions
2.1. Fault Geometry and Station Distribution

The exact 3-D geometry of the Cascadia subduction zone has been a topic of debate. The Slab 1.0 worldwide
model of subduction zones relies on historic earthquake catalogues and centroid moment tensor solutions
for definition of the megathrust geometries worldwide [Hayes et al., 2012]. For the quiescent Cascadia sub-
duction zone, the Slab 1.0 model relies on the correlation of the sparse seismicity with a number of active
and passive crustal structure surveys [McCrory et al., 2012]. We rely on this 3-D geometry for our fault defini-
tion (Figure 1) and discretize it into 963 triangular elements (subfaults) by using a finite element mesher. The
downdip limit of rupture is an important part of the model definition since it will exert a first-order control on
the ground motions and static offsets. For example, as discussed in section 3, it will determine which parts of
the coastline experience subsidence or uplift during a particular event, an important consideration for tsu-
nami hazards. We set the downdip limit to 30 km depth. Analyses of geodetic data, slow-slip events, tremor,
and thermal modeling favor shallower downdip limits (~20–25 km) but find that 30 km is a plausible depth
[Frankel et al., 2015]. For the synthetic waveforms we choose the locations of 64 currently operating GNSS
sites in the U.S. and Canada (Figure 1) that are contributing to geodetic-based EEW algorithms in the
Pacific Northwest [Crowell et al., 2016]. This is simply for demonstration purposes; the number of high-rate
GNSS stations in the Pacific Northwest is higher, numbering in the several hundreds.

2.2. Stochastic Slip Distributions: The K-L Expansion

First, a target magnitude for the rupture scenario is determined; in this work these are between Mw8.0 and
Mw9.2 with 0.1 magnitude unit spacing. We create 100 scenarios for each magnitude bin for a total of
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1300 events. For a particular realiza-
tion, once the target magnitude
is set, definition of the source proper-
ties begins by determining the
length, L, and width,W, of the portion
of the megathrust (Figure 1) that will
participate in rupture. We use the
subduction zone rupture dimension
scaling laws of Blaser et al. [2010]:

log10L ¼ �2:37þ 0:57Mw

log10W ¼ �1:86þ 0:46Mw
: (1)

In order to avoid all events of the
same magnitude having the same
dimensions, and to introduce some
variability, as would be expected in
nature, we use a stochastic approach.
Equation 3 in Blaser et al. [2010]
provides the scaling law standard
deviations such that one can build a
lognormal probability density func-
tion of fault lengths and widths and
draw random numbers from it. Then,
we choose a random subfault to serve
as the central locus and apply the
scaling-law-derived fault dimensions
and select all subfaults within that par-
ticular value of L and W. The slab
edges are hard boundaries; thus, if
the loci are near the edges of the fault
model we slide the length and width
up or downdip and along strike as
necessary until we can fit the
randomly drawn dimensions. After

determining the subfaults that will be a part of a particular kinematic model the next step is to define the
statistics of the slip distribution. We assume that the slip on each patch is normally distributed with mean μk
and standard deviation σk. The vector s containing the slips is distributed as

s eN μ; Ĉ
� �

; (2)

where the mean vector μ is prescribed such that it has uniform slip and enough scalar moment to match the
target magnitude. The covariance matrix of the distribution, Ĉ, is a function of the standard deviation, σk, at
each subfault, nominally defined as some fraction, typically between 0.5 and 1.0 of the mean slip [Graves and
Pitarka, 2010], and the correlation Cij between the ith and jth subfaults such that

Ĉ ij ¼ σ iσjCij: (3)

Thus, the interfault correlation function controls the spatial statistics of slip. It can havemany functional forms
[Mai and Beroza, 2002], but studies have shown that a Von Karman correlation function C(r) best describes the
observed slip patterns and is a good choice for ground motion modeling [Graves and Pitarka, 2010, 2015;
Mena et al., 2010]. The correlation between the ith and jth subfaults is then

Cij rij
� � ¼ GH rij

� �
G0 rij
� � ; (4)

where

GH rij
� � ¼ rHij KH rij

� �
: (5)

Figure 1. Fault discretization (triangles) and station distribution used for
the synthetic data (circles). The downdip limit of the fault model is at
30 km as defined in the Slab 1.0 model for Cascadia [Hayes et al., 2012;
McCrory et al., 2012].
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KH is the modified Bessel function of the second kind (note thatMai and Beroza [2002] erroneously called this
themodified Bessel function of the first kind), H is the Hurst exponent, and rij is a lengthmeasure between the
ith and jth subfaults that depends on the along strike, rs, and along dip distance rd between subfaults:

rij ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2s
as

þ r2d
ad

s
: (6)

For the curved fault geometry the along strike and along-dip distances are determined by following the
curved surface of the slab at a given depth (along-strike) and in the downdip direction. Thus, the distances
are formally measured on the fault surface. Following Graves and Pitarka [2010, 2015] we set H=0.75.
Parameters as and ad are the along-dip and along-strike correlation lengths for the event. Conceptually, the
correlation lengths determine the predominant size of asperities in the slip model. These scale with the effec-
tive length, Leff, and width, Weff, of the fault dimensions from equation (1) [Mai and Beroza, 2000, 2002] as

as ¼ 2:0þ 1
3
Leff

ad ¼ 1:0þ 1
3
Weff

: (7)

With these correlation lengths computed the N×N covariance matrix Ĉ can be formed by using equations
(3)-(7), where N is the number of subfaults selected to satisfy the length and width requirements of
equation (1).

Given the eigenvalues λk and eigenvectors vk of the covariance matrix Ĉ, the Karhunen-Loève expansion
states that a random field, in this case the vector of slip at each subfault, s, can be expressed as the linear
combination

s ¼ μþ
XN

k¼1
zk

ffiffiffiffi
λk

p
vk ; (8)

where the zk are normally distributed random numbers used as weights to each eigenmode, vk, such that

zk eN 0; 1ð Þ: (9)

Figure 2. Examples of the first five eigenmodes (ignoring mode 0 which is nearly constant) for a rupture that spans the entire Cascadia megathrust. Each mode is a
slip pattern, and the values have been normalized for plotting.
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Simply by drawing random numbers
and forming the linear combination
of the eigenmodes of the covariance
matrix, one can obtain any number
of slip distributions, s, that are
sampled from a probability density
function with the desired covariance
Ĉ [LeVeque et al., 2016] and thus the
correct spatial statistics defined by
the modeler. Figure 2 shows the first
five modes of the covariance matrix
for a Mw9.2 target magnitude event
that incorporates all subfaults in the
fault geometry. Mode 0, not shown,
is roughly constant and does not
redistribute slip [LeVeque et al., 2016];
it simply alters the mean. However,
the remaining modes have multiple
polarity changes and serve to redistri-
bute slip over the fault model. The K-L
expansion approach was initially
designed by LeVeque et al. [2016] for
probabilistic tsunami hazard analysis
(PTHA). It was shown there that when
the eigenvalues decay quickly only a
few of the first tens of modes need
to be used for long wavelength fea-
tures and modeling. In the context of
PTHA where the quantity of interest
is long wavelength in nature, namely,
seafloor deformation, LeVeque et al.
[2016] showed that for the applica-
tion of generating seafloor deforma-
tion for tsunami modeling, a small
number of modes often suffices. In
this case, however, for kinematic rup-
ture modeling, we are interested in
short wavelength variability over the
fault. Furthermore, calculation and
superposition of the modes are not
the heftiest numerical computation
in the problem so we do not truncate
the K-L expansion.

One difficulty in this formulation is that it is possible for the slip patterns obtained to have both positive and
negative slips relative to the defined rake angle. Even when the mean is well above zero, the variability
allowed by this stochastic approach can yield a few subfaults with slip values below zero. An example of this
is shown in Figure 3. For that example, the four subfaults plotted in magenta have small, compared to the
mean, negative values indicating normal faulting within an otherwise thrust fault. It is possible to artificially
set these negative slip faults to zero in order to avoid violating nonnegativity. However, depending on the
results of the stochastic run, it is possible for a sizable number of the faults to have negative slip. Setting them
to zero would then violate the statistical assumptions of the K-L expansion, and no longer ensure that the
correlation function assumed (equation (4)) describes the resulting slip pattern. An alternative solution,
and the one we employ here, is to use a lognormal distribution that will naturally produce strictly positive

Figure 3. SimulatedMw9.2 ruptures showing negative slip values (magenta)
are possible. The grey faults to the south were not selected to participate
in rupture given the length and width constraints of equation (1).
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results. LeVeque et al. [2016] shows that from the previously constructed mean slip μ and covariance Ĉ a log-
normally distributed vector of slip can be constructed by defining the mean μg and covariance Ĉg as

Ĉg
ij ¼ log

Ĉ ij

μiμj
þ 1

 !

μg
i ¼ log μið Þ � 1

2
Ĉg
ii

: (10)

Then the K-L expansion can be applied as before to obtain the new vector

sg ¼ μg þ
XN

k¼1
zk

ffiffiffiffiffi
λgk

q
vgk ; (11)

where the λgk and vgk are the eigenvalues and eigenvectors of the covariance in equation (10). Exponentiation
will then produce the lognormally distributed slip vector:

s ¼ exp sgð Þ (12)

with mean slip μ and covariance Ĉ This final step ensures a strictly positive slip distribution with the desired
spatial statistics. Given enough realizations of the K-L expansion, it is possible to produce slip distributions
with what would be considered unrealistically large amounts of slip. Thus, we apply one last geophysical con-
straint; we place a limit on the peak value of slip. Convergence across the Cascadia subduction zone varies
between 35 and 50mm/yr [McCaffrey et al., 2007], which suggest a slip deficit of ~15m since the 1700 event.
However, it is unknown whether the entirety of the pre-1700 slip deficit was released as coseismic slip during
this last large event. Paleo-seismic studies of other subduction zones suggest a complex history of slip accu-
mulation and release [e.g., Sieh et al., 2008]. This is well demonstrated by the 60+m coseismsic slip during the
2011 Mw9.0 Tohoku-oki earthquake [Simons et al., 2011], which occurred in a region previously thought to
have no significant slip deficit. Thus, in an effort to achieve balance between variability in our scenarios
and known tectonics we have set the maximum peak-slip limit in our simulations to 60m, roughly 4 times
the expected accumulated slip deficit since the 1700 event. If a particular realization of the K-L expansion
exceeds this threshold it is discarded.

2.3. Kinematics

After the slip pattern is obtained we follow Graves and Pitarka [2010, 2015] for the kinematic parameters of
rupture. We embed the fault in a radially symmetric Earth structure model developed for groundmotion ana-
lysis by Gregor et al. [2002] for the Cascadia subduction zone. We select a random subfault as the hypocenter;
rupture onset times are then determined in two stages. First, we assume a background rupture speed (vr) dis-
tribution where

vr ¼
0:56 � vs ; d < 10 km

0:80 � vs ; d > 15 km

�
: (13)

Parameter vs is the local shear-wave speed model, d is the depth of the subfault centroid, and a linear transi-
tion in rupture speed is applied between 10 and 15 km depth. This reduction in rupture speed at the shallow
megathrust is justified from observations of large events and back-projection studies [Lay et al., 2012]. The
onset times from this background distribution are then perturbed in the same way as Graves and Pitarka
[2010] to allow for faster propagation where slip is large and slower where slip is small.

The duration of slip (the risetime) at each subfault, Ti, is scaled by the square root of the total slip at the
subfault

Ti ¼
2ks1=2i ; d < 10 km

ks1=2i ; d > 15 km

(
; (14)

where the constant k is chosen such that the average risetime over the entire fault, Ta, is equal to the
empirically determined value given by Somerville et al. [1999]

Ta ¼ 4:308�10�7 �M1=3
0 ; (15)

whereM0 is the scalar moment in N-m, and we have modified the constants from the original relationship in
Somerville et al. [1999], which was given in dyne-cm. With this scaling larger amounts of slip will take longer
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risetimes. As noted by Graves and Pitarka [2010] this scaling represents a compromise between the two end-
member scenarios of constant risetime and constant slip velocity. The elongation of risetimes at shallow
depths in equation (14) is also justified by observation of large events [Lay et al., 2012]. This effect is particu-
larly obvious for the 2011 Mw 9 Tohoku-oki event where source time functions in slip inversions are notably
longer for shallow subfaults [e.g., Melgar and Bock, 2015]. For continental faults Graves and Pitarka [2015]
employ a second depth-dependent modification and elongate the risetimes of deep subfaults as they
approach the brittle/ductile transition. We have not added this to our simulations. In subduction zone envir-
onments teleseismic back projection has shown clear segregation of low- and high-frequency radiators
between the shallow and deep portions of the megathrust [e.g., Kiser and Ishii, 2012; Melgar et al., 2016b].
Furthermore, it has been observed that strong motions are preferentially generated in the deeper part of
the megathrust with the high-frequency radiators and short risetimes [Kurahashi and Irikura, 2011]. By
neglecting this second depth-dependent risetime elongation effect we hope to capture this behavior.

Finally, slip must be parameterized by a local slip-rate function. We depart from Graves and Pitarka [2010,
2015] by choosing the Dreger slip-rate function [Mena et al., 2010] defined as

_si tð Þ ¼ t�ςe�t=4τ ; (16)

where ζ=0.2 and the local risetime is Ti= 4τ. Other popular choices are isosceles triangles, the regularized
Yoffe function [Tinti et al., 2005], and the cosine function [Liu et al., 2006]. These suffer from two shortcomings;
they have spectral notches and a high-frequency (f ) decay proportional to f�2 (see section 5). The f�2

decay is problematic because the effective moment rate is a combination of the slip velocity function
and the finite-rupture terms governed by the slip and rupture velocity distribution. Thus, slip velocity func-
tions with f�2 decay will result in a net high-frequency decay rate that can be significantly greater (as high
as f�3). The Dreger slip-rate function has a continuous spectrum with high-frequency decay rate that is a
function of ζ. Small values of ζ , such as ζ =0.1 or ζ =0.2, yield a high-frequency falloff rate close to f�1

consistent with theory [Mena et al., 2010]. Thus, the advantage of this slip rate function is that ζ can be
adjusted such that the spectral shape, especially the high-frequency falloff rate, fits the f�1 constraint
for any given finite-rupture model.

2.4. Waveform Synthesis

Once the slip distribution and the kinematic properties are defined we use an elastodynamic Green's function
(GF) matrix multiplication approach to synthesize waveforms at the selected stations (Figure 1). Impulse
responses are computed by using a frequency-wave number integration algorithm [Zhu and Rivera, 2002]
for every subfault/station pair and each of the three components of motion (east, north, and vertical) from
the static offset to a maximum frequency of 1 Hz. For each one of the 1300 scenario ruptures determined
by using the approach of sections 2.2 and 2.3 we retrieve the appropriate risetimes, create the associated
slip-rate functions for each subfault (equation (16)), and scale it such that its integral produces the correct
amount of slip. This is then convolved with the impulse response and delayed by the appropriate rupture
onset time. Subsequently, it is added to the GF matrix. Once the GF matrix is fully formed multiplication by
the model vector of slips, s, yields the three-component waveforms at each site.

3. Results

Figure 4 shows four representative slip distributions from the catalogue of 1300 scenario events. They illus-
trate some of the built in variability in the method; for example, peak slip is larger for the Mw8.66 event than
for theMw8.91 event; however, theMw8.91 has a substantially longer length and a larger area of high slip. The
scenarios also illustrate the two factors contributing to risetime scaling; patches of large slip have longer rise-
times than do shallow patches. The variability in onset times is also well illustrated in these examples. Rupture
propagates faster at depth in the portions of the Earth model with higher shear wave speed; these examples
also show faster propagation speed in areas of large slip.

The behavior of all 1300 scenarios is summarized in Figure 5. The variability in the length and width around
the mean defined by the Blaser et al. [2010] scaling law (equation (1)) is depicted in Figures 5a and 5b. The
width saturates, given our choice of a downdip edge of slip, roughly for Mw8.6 and larger. The mean slip
and risetimes aremore or less constant for any givenmagnitude; however, their maximum values and scatter,
illustrated by the standard deviations, vary substantially between events. We note that there are differences
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between the target and actual magnitudes in the resulting models. This is due to the stochastic nature of the
method; the target magnitude constrains the mean slip used a priori (equation (10)) but after the stochastic
process there is no requirement that the final moment matches the target moment. There is a parameter in
the code that will rescale the slip pattern to match the target moment exactly; however, we have not used it
in the simulations shown here.

An example of the synthesized waveforms can be seen in Figure 6, where all the waveforms for the Mw8.66
scenario are plotted. The superposition of strong shaking (f< 1Hz), at the close in stations, with permanent
deformation is particularly obvious in the east component, where, as expected for an eastward dipping thrust
fault, there is substantial westward motion. Interestingly, at stations with substantial static offsets, where near
and intermediate field terms still contribute, we observe that the static offset begins its growth in between
the P and S wave arrivals. At the further afield stations the records are dominated by surface waves. A
close-up of this is shown in Figure 7, where three stations for the same Mw8.66 event of Figure 4 are plotted

Figure 4. Sample scenarios. Plotted are the slip, risetimes, and onset times for each scenario. The star denotes the position of the hypocenter.
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Figure 5. Summary statistics for the 1300 scenario events. (a and b) The length and width distributions compared to the scaling laws of Blaser et al. [2010]. Note that
the width saturates due to our selection of 30 km as the downdip depth of slip. (c) The comparison between the target magnitude for a given event and the final
simulated or “actual” magnitude. (d–f) The mean, maximum, and standard deviation of slip. (g–i) The mean, maximum, and standard deviation of the risetimes.

Figure 6. Record section for theMw8.66 event in Figure 4. The waveform amplitudes are normalized for clarity. The blue and red hashes are the P and S wave arrival
times independently computed by ray-tracing through the Earth structure model.
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at varying hypocentral distances. As noted previously, the synthesized waveforms capture the static offsets
well (Figure 8) and the results show the complexity of the coseismic deformation field, with the coastal
stations showing uplift or subsidence depending on their relative position to large patches of slip.
Capturing this behavior is important if the scenarios are to be useful for assessing tsunami hazards as well.
The vertical motion of coastline features can have a substantial impact on tsunami intensities.

4. Validation

Synthetic ground motions are typically validated by comparison to empirically derived GMPEs [e.g., Dreger
et al., 2015; Goulet et al., 2015]. As noted in section 1 GMPEs relate acceleration and velocity ground motion
parameters to source properties and source/station distances. Displacement parameters are not usually
included due to difficulties in processing strong motion data to obtain displacements [Boore and Bommer,
2005]. Recently, there have been efforts to quantify the source scaling properties of displacement ground
motions measured directly by GNSS. Crowell et al. [2013] first noted that peak ground displacement mea-
sured by GNSS stations, consisting of the superposition of the static offset and strong shaking, scaled as a
function of the source properties. Melgar et al. [2015] calculated a PGD GMPE and scaling law for 10 events
recorded by GNSS spanning Mw 6–9. We rely on direct comparison to this scaling law to assess the quality
of the simulations; it is

log PGDð Þ ¼ �4:434þ 1:047Mw � 0:138Mw log Rð Þ; (17)

Figure 7. Close-ups of the waveforms for three stations in the record section of Figure 6. The dashed lines are the P and
S wave arrivals determined from ray-tracing. The waveforms are offset for clarity.
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Figure 8. Coseismic offsets at modeled stations for the four sample events from Figure 4. The arrows indicate the horizontal offsets, while the blue and red circles
indicate the subsidence and uplift, respectively. The star is the event hypocenter.
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where log() denotes base 10 logarithm and R is the source to station distance where we use the moment
centroid of the fault model as the source reference point. Figure 9 shows the comparison between the
predicted PGD values and those observed in the simulations for two of the events in Figure 4. Overall, they
match well but the example illustrates a pervasive feature; smaller magnitude events are very well fit by
the GMPE with the misfit increasing at larger magnitudes. To systematically assess the differences between
the simulated PGDs and the predictions of equation (17) we define the residual at each site i

ρi ¼ ln
PGDsimulated;i

PGDGMPE;i

� �
: (18)

A positive residual indicates that the simulations produce PGDs larger than what is expected from the GMPE
and a negative residual that the simulation underpredicts PGD. The residuals for all stations and events as a
function of source to station distance are grouped into 20 magnitude and 30 distance bins. Dreger et al.
[2015] noted that in order to avoid bin-dependent bias a good combined goodness of fit metric (CGOF), as
a function of the residuals ρi, is

CGOF ¼ 1
2

ρih ij j þ 1
2

ρij jh i; (19)

where hi denotes the mean and || denotes the absolute value. Figure 10 shows the mean values for the
residuals in each magnitude/distance bin as well as the value of CGOF in each bin. The number of simulated

Figure 9. Example comparison between the PGD values from two of the simulated events (blue diamonds) on Figure 4 and
the PGD values (black line) predicted by the relationship of Melgar et al. [2015] for a given magnitude. The grey line
indicates the predicted values for ±0.3 magnitude units from the event magnitude.

Figure 10. (a) Residuals (equation (18)) as a function of distance and magnitude. (b) Combined goodness of fit (CGOF;
equation (19)) as a function of distance and magnitude. (c) Number of waveforms in each distance/magnitude bin. The
contours are the CGOF values from Figure 10b.
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waveforms in each bin is also plotted. Any hard limit on what is an acceptable level of misfit is inherently sub-
jective; however, Dreger et al. [2015] suggested that a value of CGOF< 0.7 is a good limit for an acceptable fit.
In that context, a large majority of the waveforms are in bins with good fits. However, we also note that the
fits to the PGD GMPE systematically degrade as the magnitudes get larger as was noted with Figure 9. This
likely reflects shortcomings of the simple GMPE we have used for validation. It lacks the complex terms of
most GMPEs such as hanging wall effects, other measures of source/station distance, directivity, and site con-
ditions [Boore et al., 2014].

5. Discussion

The results shown demonstrate how the K-L expansion method can be used to produce realistic slip distribu-
tions. These can be combined with previous work on ground motion modeling to generate kinematic rup-
tures and simulate GNSS waveforms. In Figure 4 we showed four examples of slip distributions produced
in this way. However, as further shown in Figure 5 there is significant variability in the 1300 scenario events
we created. We consider this a strength of themethod. The goal of this approach is to generate synthetic rup-
tures and waveforms that capture, not what is most likely, but what is possible. For example, Frankel et al.
[2015] summarized the inferred downdip edges of slip from several studies and their potential effect on
ground motion, from those results we have chosen a deep, but probable 30 km depth as the downdip edge.
This has an impact on the vertical deformation of the coastline (Figure 8). Roughly, south of 45°N, where the
continental shelf is short, a substantial portion of the slip in the examples of Figure 4 happens onshore. This
leads to uplift of the coastline. It is markedly different from the situation on the northern portion of the sub-
duction zone where subsidence is far more prevalent than uplift due to the wider shelf. This will have an
effect on assessment of the tsunami hazard. However, given the variability built into our method events that
do not reach this downdip limit occur naturally, an example Mw8.46 event is shown in Figure 11.

Figure 11. Example scenario where the downdip limit of rupture is not reached.
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Similarly, because of the depth-dependent risetime scaling we have employed, tsunami events are generated
and are a part of the scenario ruptures. These are earthquakes with substantial shallow slip, slow rupture, and
long risetimes, which do not efficiently generate strong motions but easily produce sizable tsunamis [e.g., Hill
et al., 2012], Figure 12 shows an example of a Mw8.01 tsunami event. Additionally, extreme events are also a
part of the suite of scenario ruptures. Consider Figure 13 where we show two examples. The Mw8.78 earth-
quake depicted has one narrow asperity with large peak slip (~30m). According to the fault length scaling
law of equation (1) a Mw8.78 rupture is expected to have a length of ~430 km; however, this event concen-
trates the majority of its slip over a length of ~100 km. The Mw8.9 in Figure 13 shows the opposite kind of
extreme behavior; at Mw8.90 its length is expected to be ~500 km; however, this event spans more than
1000 km of the subduction zone with large swaths of the slip distribution having relatively small amounts
of slip. Events such as these are outliers, but if enough simulations are run they are seen to occur. These
are a few examples of what is in the suite of scenarios we have generated, and it is possible to have learned
debates on the likelihood of many of them; however, there are sufficient tunable parameters in our approach
that, should a particular modeler, want to temper the variability it could be done, and more commonly
observed events could be produced. For example, Goldfinger et al. [2012] have suggested, based on turbidite
records, that large ruptures in Cascadia are segmented and occur predominantly on two distinct patches.
Such geologic constraints can be easily enforced in our scenario generation, for example, by limiting the large
events with Mw< 8.7 to exclusively rupture on the northern or southern part of the fault and have the very
large events rupture on the entire slab model. By design, our method has enough flexibility that modeling
decisions can be made and implemented to fit the criteria and goals of any particular study. Nonetheless,
other than the downdip edge of rupture, in the examples discussed in this paper, we have not enforced
any other geologic constraints. This design philosophy is driven by the fact that given the long recurrence
times, only a few large events have been observed worldwide in the time of instrumental seismology and

Figure 12. Example of a tsunami event. This earthquake has very large slip and long risetimes on the shallow portion of
the megathrust.
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geodesy, and none in Cascadia. The uncertainties of the inferred source parameters from paleoseismic
studies are inherently large, and therefore, there is good reason to explore scenarios that challenge precon-
ceptions of what is likely.

Broadband ground motion simulation has typically meant generating and validating waveforms with spec-
tral content in the 0.1–50Hz range [e.g., Liu et al., 2006; Graves and Pitarka, 2010;Mena et al., 2010]. When con-
sidering velocity and acceleration ground motion metrics this frequency range is sufficient. However, for
modeling displacements from large ruptures the long-period band has to be extend to 0Hz in order to cap-
ture not just the static offset but the substantial long-period ground motions which dominate displacement
records [Melgar et al., 2013]. Kamai and Abrahamson [2015] showed how metrics such as PGD are underesti-
mated and generally not well captured by modern GMPEs. Thus, for validation, we have relied on what is, to
our knowledge, the only displacement-based GMPE directly derived from GNSS measurements of large
earthquakes [Melgar et al., 2015]. Following the validation framework discussed in Dreger et al. [2015], we
argue that our simulated waveforms compare favorably to this PGD scaling law. However, we recognize that
the pattern of the misfits to the GMPE (Figure 10) shows a systematic degradation for the largest magnitude
events. This likely reflects shortcomings of the simple PGD GMPE we have compared our simulations to,
which assumes a point source (equation (17)) and lacks many of the more complex terms of most GMPEs
such as hanging wall effects, other measures of source/station distance, directivity, and site conditions
[Boore et al., 2014]. Using better distance metrics such as the Joyner-Boore minimum surface fault projection
distance (Rjb) in the GMPE regression will likely lead to substantial improvements. Consider Figures 4 and 9,
for the Mw8.91 event it is clear that using the station to centroid distance as a metric gravely affects the pre-
diction of PGD for the close in stations. Dreger et al. [2015] in another validation exercise noted that for
layered models surface waves are efficiently trapped and lead to over estimation of ground motions, and
it is possible that this is also the case here. Nonetheless, we contend that the favorable comparison to the
GMPE, in spite of its simplicity, is indicative of the reliability of the simulated waveforms. More work is needed
to understand and extend the contributions of GNSS recorded long-period strong motions to GMPEs, parti-
cularly to displacement based intensity measures such as PGD. While many of the familiar tools of ground
motion prediction will carry over, other aspects of PGD are fundamentally different. For example, higher-
frequency metrics such as PGA and PGV are seen to saturate with magnitude [Brune, 1970; Baltay and
Hanks, 2014]; no such saturation effect is seen in the PGD data collected; thus far [Melgar et al., 2015], nor
is it expected to, slip scales directly with moment and the main contribution to PGD is the static offset, which
itself should grow as moment, and thus slip, increases.

Figure 13. Examples of extreme events. Plotted are two examples, on event with very large slip over an area much smaller than what is predicted by the scaling laws
of Blaser et al. [2010]. The second event has comparatively smaller amounts of slip over an area much larger than what is predicted by the scaling laws.
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Even though in this work we focus on simulating long-period groundmotions we find that the choice of para-
meterization of the source time function can have an effect on the results.Mena et al. [2010] noted that com-
pared to other common choices such as the regularized Yoffe, cosine, and triangle source time functions
(STFs), the Dreger STF has the f�1 high-frequency decay compatible with what is expected from theoretical
considerations, compared to the more rapid f�2 decay from the other slip velocity functions. This is exempli-
fied in Figure 14, we have taken the average risetime (21.1 s) for theMw9.4 earthquake of Figure 4 and plotted
the corresponding Dreger and triangle slip-rate functions and their amplitude spectra. The substantially fas-
ter high-frequency falloff rate of the triangle STF and the spectral notches are clearly visible. This faster high-
frequency decay in the triangle STF, when convolved with the finite-rupture process, yields an artificially
high-frequency falloff in the synthesized waveforms. Figure 15 plots the east component waveforms for
two stations for the Mw8.91 event in Figure 4. We plot the results for the Dreger and triangle STF. While both
waveforms converge to the same static offset there are appreciable differences at the higher frequencies. We
also show in Figure 15 the amplitude spectra of Dreger STF-derived and triangle STF-derived waveforms.
They clearly show that, for this example, at periods shorter than the corner frequency defined by the average
risetime (~0.05 Hz) the Dreger STF waveform has substantially more spectral content.

One important field where our results can be applied is in the testing and evaluation of earthquake and tsu-
nami early warning systems. For EEW many of the geodesy-based algorithms [Ohta et al., 2012; Grapenthin

Figure 14. Dreger and triangle slip rate functions using the average risetime of 21.1 s for theMw9.24 event of Figure 4. The
spectra show a high-frequency decay rate proportional to f�1 for the Dreger function and f�2 for the triangle function.
Also visible are the spectral notches in the triangle function.

Figure 15. Effect of the choice of source time function. The waveforms are for theMw9.24 event in Figure 4 at 202 km and
383 km from the slip centroid. They were calculated by using the Dreger STF and the triangle STF. The amplitude
spectra show the deficiency in high-frequency content when using the triangle STF.
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et al., 2014; Minson et al., 2014; Crowell et al., 2016] can be routinely tested to identify weaknesses and assess
their performance. An important area of future work will be to expand the results from this work to higher
frequencies and truly broadband ground motion simulations. Most of the aforementioned approaches
that use GNSS for EEW rely on triggers from seismic-based algorithms that utilize ground motion parameters
from higher frequency data (~1-10Hz). Then, for a truly end-to-end test of the performance of these
seismic/geodetic coupled systems modeling higher frequencies with hybrid deterministic/stochastic meth-
ods [Dreger and Jordan, 2015] will be important. Similarly, for tsunami early warning having access to a frame-
work that can easily produce synthetic slip distributions should be useful to assess the performance of
propagation models. Tsunami warning systems are embracing GNSS data as a source of rapid information
on the earthquake source that can be used to determine tsunami sources and launch propagation models
[Melgar et al., 2016a]. With synthetic waveforms such as those produced here, it will be possible to assess
the reliability and uncertainties in local warnings produced by using GNSS techniques.

6. Conclusions

We have demonstrated an approach to generating synthetic long-period displacement waveforms at the
sampling rate of traditional GNSS networks. We expect that methods such as this can be used for earthquake
and tsunami hazard assessment and for testing the performance of earthquake and tsunami warning algo-
rithms that rely on GNSS data as their main source of input. We have shown an application of the
Karhunen-Loève expansion to generate stochastic slip distributions with an example application to the
Cascadia subduction zone. We have also shown a method to expand the K-L expansion-derived slip distribu-
tions to produce kinematic rupture models and generate synthetic GNSS data. We validated the waveforms
produced by our method with a displacement-based GMPE based on peak ground displacement measure-
ments from GNSS measurements of large earthquakes. We note that it remains challenging to validate dis-
placement synthetics, especially for larger (~M9) events, due to the primitive state of displacement-based
GMPEs. However, we have relied on a simple PGD GMPE to validate the waveforms and found good agree-
ment. We note that a prominent area of future research will be to incorporate GNSS-derived measurements
of strong motion displacements into the mainstream framework of GMPEs.

Finally, we note that the code used to generate the scenario slip distributions and waveforms is freely avail-
able to the community (see the Acknowledgments section), and the slip distributions, model definitions, and
waveforms are part of the supporting information.
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